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Abstract 

 
We construct a deep neural network model named ECGResNet. This model can diagnosis 
diseases based on 12-lead ECG data of eight common cardiovascular diseases with a high 
accuracy. We chose the 16 Blocks of ResNet50 as the main body of the model and added the 
Squeeze-and-Excitation module to learn the data information between channels adaptively. 
We modified the first convolutional layer of ResNet50 which has a convolutional kernel of 7 
to a superposition of convolutional kernels of 8 and 16 as our feature extraction method. This 
way allows the model to focus on the overall trend of the ECG signal while also noticing subtle 
changes. The model further improves the accuracy of cardiovascular and cerebrovascular 
disease classification by using a fully connected layer that integrates factors such as gender 
and age. The ECGResNet model adds Dropout layers to both the residual block and SE module 
of ResNet50, further avoiding the phenomenon of model overfitting. The model was 
eventually trained using a five-fold cross-validation and Flooding training method, with an 
accuracy of 95% on the test set and an F1-score of 0.841.We design a new deep neural network, 
innovate a multi-scale feature extraction method, and apply the SE module to extract features 
of ECG data. 
 
 
Keywords: Multi-scale convolutional feature extraction methods, ResNet50 structure, 
Squeeze-and-Excitation Modules 
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1. Introduction 

Cardiovascular disease is the number one cause of death worldwide and is a common disease 
among middle-aged and elderly people over the age of 50, posing a serious threat to human 
health[1]. The number of people with cardiovascular disease in China has exceeded 330 
million. A large number of scholars have invested in the optimization of ECG systems and 
sensors to closely integrate healthcare with the Internet of Things[2] (e.g., algorithm 
optimization[3], protocol improvement[4] and error correction[5]). However, the average time 
from onset to death of malignant diseases is 12 minutes, with high prevalence, high disability, 
and high mortality. Even with the application of today's most advanced treatment methods, 
more than 50% of people with the disease are still unable to take care of themselves 
completely[6]. The number of people who die from cardiovascular disease is as high as 15 
million each year worldwide[7]. Therefore, the importance of accurate clinical identification 
and diagnosis of cardiovascular disease cannot be overstated, and the ECG signal test is the 
most commonly used test to assess cardiac function. 

The ECG signal reflects the continuous changes in the heart over a period of time. The 
12 leads of the ECG include six limb leads (I, II, III, aVR, aVL, aVF) and six chest leads 
(V1~V6). A complete cycle of ECG signal consists of QRS, P, and T waves together. The start, 
end, peak, trough, and interval of the waveform respectively record detailed information about 
the state of heart activity, which provide an important basis for analysis in the diagnosis of 
heart disease. While ECG signals are susceptible to interference, a person's waveform is 
different at different times[8]. In traditional medicine, doctors have to visually capture the 
changes in the waveform during each cycle and correlate the waveform between cycles, 
remove the effects of interference in the ECG signal and extract the main features to determine 
the patient's heart disease. The variety of heart diseases and the potential for multiple diseases 
to be reflected in a single ECG signal, as well as the high level of expertise required to read an 
ECG, make it extremely difficult for doctors to accurately diagnose a patient's disease by 
reading an ECG[9]. The current accuracy rate for human cardiologists is roughly 78%, with 
plenty of room for improvement[10]. 

In recent years there has been a significant amount of research work using deep learning 
techniques to intelligently classify ECG signals to assist doctors in making diagnostic 
decisions. Rasmus et al.[11] used an end-to-end model combining CNN and a recurrent neural 
network RNN to classify ECG data into atrial fibrillation and normal sinus heart rate in 2019. 
They achieved 98.98% sensitivity and 96.95% specificity for the two conditions by 5-fold 
cross-validation, respectively. In 2020 Li et al.[12] proposed the use of deep residual networks 
for ECG diagnosis, developing a 31-layer 1D residual convolutional neural network. The net 
includes four residual blocks, each consisting of three 1D convolutional layers, three batch 
normalization layers, three rectified linear unit layers, and a fully connected layer. They used 
the global public dataset MIT-BIH as the training dataset. The classification accuracy for the 
2-lead signal is up to 99.38%. The four main methods of deep learning for ECG classification 
today are CNN, RNN, LSTM, and ResNet. CNN reduces the complexity of the network 
through three major strategies: local perceptual field, weight sharing, and downsampling. CNN 
is now widely used in the field of medical imaging diagnosis. RNNs, which work extremely 
well for speech recognition and text inference, are more concerned with the temporality of 
ECG data and are more sensitive to short sequence data. LSTM is an improvement on RNNs, 
which allows the network to handle long-range dependencies. LSTM used in ECG 
classification generally achieves better results than the other. ResNet is our most promising 
neural network model. The introduction of the residual block can better solve the problem of 
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gradient disappearance and gradient explosion. As a result, ResNet allows us to build a deeper 
network to explore the subtle changes and correlations of ECG data between different leads, 
further improving the accuracy of the model. 

An improved multi-scale decomposition enhanced residual convolutional neural network 
proposed by Cao et al., [13] requires the data to be decomposed by a wavelet framework and 
then reconstructed into confident good samples. The three FDResNet were then coupled into 
a multi-scale decomposition-enhanced residual convolutional network by migration learning. 
The final accuracy of 92.1% was obtained. The data pre-processing of this method is very 
complex. A series of operations such as noise reduction and decomposition reconstruction will 
take up a lot of computational resources. However, the accuracy rate needs to be improved. 
The end-to-end ResNet framework developed by Deepankar et al., [14] can only classify into 
four categories based on ECG fragments, the combined CNN and RNN approach used by 
Rasmus et al., [11] can only classify into two categories based on ECG data. The number of 
classifications in some models is too small to be adequate. Sherin et al., [15] used ResNet to 
classify ECG detection, but only single-lead data were processed. There is a discrepancy 
between this model and the 12-lead channels of the ECG. In addition, LSTM and RNN are 
extremely difficult to train and require extremely high hardware requirements. Google, Meta, 
and other companies [16] have adopted Attention-based models to replace RNN and its 
variants to achieve approximate accuracy while greatly reducing training costs. 

To solve the problem of gradient disappearance and gradient explosion and to build deep 
neural networks, we successfully built and trained a 50-layer and deeper network model using 
the ResNet structure proposed by Kaiming He [17] in 2015. We aimed to process and classify 
12-lead ECG data and adopted the approach of the SE module in the paper Squeeze-and-
Excitation Networks published by Jie et al., [18] in 2017, which effectively processed the 
relationship between channels by performing Squeeze and Excitation operations on each 
channel, making the processing of 12-lead ECG data to be processed well. In order to save 
computing resources as much as possible, we propose a multi-scale convolutional feature 
extraction method based on the idea of a feature pyramid network (FPN) [19] to replace the 
tedious data pre-processing work. By combining this module with the main body of the ResNet 
network structure, the computing resources and training hardware requirements are reduced to 
a very low level. 

In this paper, we propose the ECGResNet model. The model uses the 16 Blocks of 
ResNet50 as the main body of the model. We add an SE module in each residual block to 
handle the channel-to-channel relationship. And we combine convolution with convolutional 
kernels of 8 and 16 respectively as a multi-scale convolutional feature extraction method to 
replace the original convolutional layer of ResNet with a convolutional kernel of 7. Finally we 
uses a fully-connected layer to integrate age, gender, and other factors. The main innovations 
of this paper are as follows: 

(1) A multi-scale convolutional feature extraction method is proposed, where the input 
data does not require tedious data pre-processing work, such as noise reduction. 

(2) After extensive experiments, ResNet50 was used as the main body of the model, which 
is moderately deep and effectively avoids the phenomenon of gradient disappearance and 
gradient explosion. Combining the modified SE module with ResNet50 enables the model to 
handle 12-lead input data. Through extensive experiments, the effectiveness of our proposed 
classification algorithm is demonstrated. 

(3) A fully connected layer is used, taking into account patient gender and age data. 
Section 2 describes the related work. Section 3 introduces our proposed ECGResNet model. 
Section 4 shows our experimental setup and structure. Section 5 concludes this question finally. 



1434                                                                                         Zhu et al.: A ResNet based multiscale feature extraction  
for classifying multi-variate medical time series 

2. Related Work 

2.1 Literature Review 
In 2019 Annisa et al., [20] proposed an RNN-based deep learning sequence modeling 

method for the classification of ECG rhythm signals. The performance of this model was 
compared with an improved RNN followed by an LSTM model, and the results showed that 
the improved LSTM outperformed the standard RNN in all cases with the same network model 
hyperparameters. In the same 2019, Andrew Ng's team [21] proposed a solution to apply deep 
learning techniques to the field of ECG diagnosis by developing a deep neural network. The 
network used is a 1-dimensional 34-layer convolutional neural network. The network can 
diagnose heart rate irregularities based on single-lead ECG signals. The ECG data can obtain 
powerful classification performance without extensive pre-processing such as Fourier 
transform or wavelet transform, achieving the expected results. The dataset used by Ng's team 
contains a sample of 91,232 single-lead data from 53,877 adult patients. A 30-second 
recording from each sample was taken for labeling as the dataset. The deep neural network 
was trained using this dataset. The final model means F1-score (the summed mean of positive 
predictive values and sensitivities) reached 0.837, surpassing the mean cardiologist (0.780). 
Deepankar et al., [14] used deep residual networks (DRN) to classify different ECG segments 
into four categories, namely AF, normal rhythm, other non-noisy symptomatic ECG rhythms, 
and noisy rhythms. The method achieved an F1-score of 0.88 on the test set, outperforming 
CNNs and RNNs. Cao et al., [13] proposed an improved multi-scale decomposition enhanced 
residual convolutional neural network. The network re-segmented the original ECG recordings 
with large differences in length into short samples of 9s and decomposed and reconstructed 
the segment samples into sub-signal samples of different scales using a derived wavelet 
framework decomposition. Three FDResNet with good performance were coupled into a 
multi-scale decomposition-enhanced residual convolutional network using migration learning 
techniques. An average accuracy of 92.1% was achieved for single-lead signals based on a 
large ECG dataset provided by the 2017 PhysioNet/CinC competition.  

The model built by our team finally chose ResNet50 as the main body, which contains 
more than 50 convolutional layers. This design significantly reduces the occurrence of gradient 
disappearance and gradient explosion compared with existing RNN and LSTM models due to 
the effect of residual blocks. Our team focuses on the intelligent diagnosis of 12-lead ECG 
data, which is more complex than the data handled by the existing methods described above. 
We have added the SE module as an attention mechanism [22] between channels, which 
complements ResNet to build deep neural networks more effectively. Inspired by Feature 
Pyramid Networks (FPN), a multi-scale feature extraction method consisting of two 
convolutional layers of different sizes is constructed. This method is more efficient than the 
improved multiscale decomposition enhanced residual convolutional neural network proposed 
by Cao et al., by reducing the cumbersome data pre-processing operations while achieving the 
same accuracy. Finally, taking additional factors such as gender and age into account, this 
detail was found to improve accuracy by 1.5% and F1-score by 1.2%. 

2.2 Background Knowledge 
The depth of the neural network is closely related to the performance of the model, with 

more layers enabling more complex feature extraction operations and, in theory, better 
performance. In actual experiments, when the depth of the network reaches a certain level, 
various indicators such as accuracy rate tend to saturate or decline, i.e., problems such as 
gradient disappearance and gradient explosion occur, which will make it extremely difficult 
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to train deep neural network models. ResNet is a milestone in the history of CNN imagery, 
with 19 layers in the famous VGG network in 2014 and 152 layers in ResNet in 2015. ResNet 
has effectively solved the degradation problem through its residual learning method, allowing 
the network to be as deep as it should be. In the end, it achieved five firsts, breaking the history 
of CNN models in ImageNet. 

The ResNet network is a modification of the VGG19 network with the addition of a 
residual block implementing a short-circuiting mechanism. The residual structure formula is 
expressed as 𝑥𝑥𝑙𝑙+1 = 𝑥𝑥𝑙𝑙 + 𝐹𝐹(𝑥𝑥𝑙𝑙 ,𝑊𝑊𝑙𝑙). The expression of any deep cell L feature can be obtained 
by recursion as 𝑥𝑥𝐿𝐿 = 𝑥𝑥𝑙𝑙 + ∑ 𝐹𝐹(𝑥𝑥𝑖𝑖,𝑊𝑊𝑖𝑖)𝐿𝐿−1

𝑖𝑖=0 . 𝑥𝑥𝐿𝐿 is the feature of an arbitrarily deep cell L. 𝑥𝑥𝑙𝑙 is 
the feature of a shallow cell l. F is the residual function. ∑ 𝐹𝐹𝐿𝐿−1

𝑖𝑖=0  is the sum of the outputs of 
all previous residual functions. For backpropagation, assuming a loss function of E, the 
backpropagation chain rule yields: 𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥𝑙𝑙
= 𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥𝐿𝐿

𝜕𝜕𝑥𝑥𝐿𝐿
𝜕𝜕𝑥𝑥𝑙𝑙

= 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝐿𝐿

(1 + 𝜕𝜕
𝜕𝜕𝑥𝑥𝑙𝑙

∑ 𝐹𝐹(𝑥𝑥𝑖𝑖,𝑤𝑤𝑖𝑖)𝐿𝐿−1
𝑖𝑖=1 ). The equation 

consists of two parts: passing without a weighting layer 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝐿𝐿

, passing through the weighting 

layer 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝐿𝐿

(1 + 𝜕𝜕
𝜕𝜕𝑥𝑥𝑙𝑙

∑ 𝐹𝐹(𝑥𝑥𝑖𝑖 ,𝑤𝑤𝑖𝑖)𝐿𝐿−1
𝑖𝑖=1 ) . The former ensures that the signal can be transmitted 

directly back to any shallow layer 𝑥𝑥𝑖𝑖. The formula 𝜕𝜕
𝜕𝜕𝑥𝑥𝑙𝑙

∑ 𝐹𝐹(𝑥𝑥𝑖𝑖 ,𝑤𝑤𝑖𝑖)𝐿𝐿−1
𝑖𝑖=1  is unlikely to take a value 

of -1 effectively avoiding phenomena such as gradient disappearance. Under the terms of this 
residual calculation method, ResNet does downsampling directly using a convolution with a 
step size of 2 and replaces the fully connected layer with a global average pool layer. Doubling 
the number of feature map layers whenever the size of the feature map is reduced by half so 
that the complexity of the network layers remains constant. The short-circuiting mechanism 
between every two layers forms residual learning. When the network is deeper, residual 
learning between three layers will be performed, with three convolutional kernels of 1x1, 3x3, 
and 1x1 respectively. After several experiments with different depths of ResNet in ECG signal 
classification and diagnosis, the shallow F1-score of ResNet18 and ResNet34 models floated 
around 70% and it was difficult to improve. While ResNet152 was too deep and the training 
time increased significantly but the result was not obvious. In summary, ResNet50 and 
ResNet101 are clearly preferable compared to the other depths. 

The network structure of ResNet at each depth is shown in Fig. 1. ResNet50 has the first 
layer of 7x7x64 convolution, followed by 3, 4, 6, and 3 for a total of 16 blocks. Each block 
has 3 layers of 1x1, 3x3, and 1x1 convolution, for a total of 48 layers. ResNet101 has 17 more 
blocks than ResNet50, i.e., 51 more convolutional layers, for a total of 101 layers. 

 
Fig. 1. ResNet architecture diagram[17] 
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3. Methods 

 
Fig. 2. ECGResNet Model structure diagram 

 
We propose a ResNet-based multiscale CNNs feature extraction for classifying multi-

variate medical time series, called ECGResNet, which enables the simultaneous diagnosis of 
multiple heart diseases. Fig. 2 illustrates the complete structure of ECGResNet. The model 
consists of a multi-scale feature extraction layer Convs, 16 Blocks, and 3 fully connected 
layers (Fc). Each Block contains 2 convolutional layers, a Dropout layer, and a Squeeze-And-
Excitation module (SE module), which are explained in detail below. Firstly, the 12-lead ECG 
recordings with different sampling rates were resampled to the same frequency and re-
intercepted to the same length, so that all recordings had the same frequency and length. The 
resampled ECG data were fed into ECGResNet, where the multi-scale convolutional feature 
extraction layer (Convs) was used for feature extraction. The extracted features are then 
combined and analyzed by 16 Blocks and fed into the final fully-connected layer in an overlay 
with the features extracted by the fully-connected layer (FC) for age and gender. Finally, the 
Sigmoid layer outputs the classification results in the form of probabilities. The details of the 
above process are explained in detail in the following section. 

This neural network model ECGResNet was modified based on ResNet50, using the 16 
Blocks of ResNet50 as the main body of the model data processing, with the following 
improvement points: (1) The convolutional kernels of 8 and 16 were added together as a multi-
scale convolutional method for initial feature extraction; (2) an attention mechanism between 
channels was added to the residual blocks SE module and the addition of a Dropout layer to 
avoid overfitting; (3) the output section uses the FC multiple times to integrate patients 
considering age and gender. 

The 12-lead ECG data for the input model ECGResNet is simply resampled to the same 
frequency, intercepted to the same length, and not subjected to any noise reduction. We 
consider the classification of cardiovascular diseases as a traditional multiclassification 
problem, on the basis of which we assume that the likelihood of having each disease is 
independent of each other. Therefore, the Softmax used for single classification problems such 
as cat and dog classification is not applicable here and we have modified it to a Sigmoid 
function, as shown in Fig. 3. The output of the ECGResNet model is processed by the Sigmoid 
function to obtain a 1 × 8 matrix with each number in the matrix between 0 and 1, indicating 
the likelihood of having each of the 8 diseases. If the probability of the corresponding disease 
is greater than or equal to 0.5, then the test subject is judged to have the disease and is 
represented by 1. If the probability of the corresponding disease is less than 0.5, the detector 
is judged not to have the disease, denoted by 0. The final ECGResNet model output is a 1 × 8 
01 Matrix. 
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Fig. 3. Function images 

 
Inspired by the idea of Feature Pyramid Networks (FPN) in Computer Vision (CV), the 

multi-scale convolutional layer Convs uses convolutional layers with 8 and 16 convolutional 
kernels respectively for feature extraction of the input 12x4096 data, as shown in Fig. 4. This 
method replaces ResNet's original convolutional layer with 7 kernels and aims to focus on the 
overall trend of the ECG signal while also noticing subtle changes. The convolutional layer 
with a convolutional kernel of 8 has a step size of 2 and a padding of 3. The convolutional 
layer with a convolutional kernel of 16 has a step size of 4 and a padding of 7. The feature 
map from the convolutional layer with a convolutional kernel of 16 is up-sampled and 
superimposed on the feature map from the convolutional layer with a convolutional kernel of 
8 in an additive manner. The result of the convolutional layer is then transformed into a 
64x1024 feature map through the BN layer, RELU layer, and maximum pooling layer, which 
is used as input to the residual block. Conv8 is used to represent a convolutional layer with a 
convolutional kernel of 8, Conv16 represents a convolutional layer with a convolutional kernel 
of 16, and upsample represents an upsampling operation with a parameter of 2. The resulting 
output Y is shown in (1). 

𝑌𝑌 = 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜8(𝑦𝑦) + 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜16(𝑦𝑦))                                      (1) 
The input data to the ECGResNet model is a 12-lead ECG signal, which can be 

considered as 12 channels of 1-dimensional data. The input data is processed in the feature 
extraction layer of the model and transformed into 64 channels of 1D data, with the number of 
channels increasing up to 2048. The diagnosis of cardiovascular disease requires a 
comprehensive consideration of the correlation of information between leads, i.e., the 
relationship of data between channels, rather than focusing on data within a channel. 
Following the traditional attentional mechanism commonly used in 3-channel image 
recognition and performing Seq2seq models on the data within each channel would not be 
satisfactory. We have focused our attention on considering the channel-to-channel relationship 
by adding an SE module with a fully connected layer parameter r of 16 applicable to ECG data 
processing to each residual block of ResNet, as shown in Fig. 5. The SE module consists of 
two parts, Squeeze and Excitation. The global compressed feature volume of the data features 
is obtained through the Squeeze part. The weights of each channel in the data features are 
obtained through the Excitation part. And the weighted data features are used as input of the 
next part of the network. The weights are assigned to each channel individually by this method, 
thus determining the spatial relationships between the channels. To avoid frequent overfitting 
in the experiments, a Dropout layer is added between the two fully connected layers, with an 
optimal parameter of 0.2. The final structure of the SE module is shown in Fig. 6. Where 𝐶𝐶 is 
the number of channels of input data, 𝑊𝑊 is the length of each channel of data, and the size of 
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input data is 𝑊𝑊 × 𝐶𝐶. The data input to the SE module is compressed to 1 × 𝐶𝐶 size by global 
pooling, a global average pooling layer, and then connected to two full connection layers for 
scaling operation, with the parameters of the full connection layer set to 16. The first full 
connection layer 𝑓𝑓𝑓𝑓1 scales the data to 1 × 16𝐶𝐶.The Dropout layer will set 0.2 × 16𝐶𝐶 value 
to zero. The second fully connected layer 𝑓𝑓𝑓𝑓2 scales the data back to 1 × 𝐶𝐶. After the Sigmoid 
function, the output is C numbers between 0 and 1, which is used as the weight 𝑖𝑖 for each 
channel, so the final output is shown in (2) and (3). 

𝐼𝐼𝑜𝑜𝑢𝑢𝑢𝑢𝐼𝐼 = 𝑓𝑓𝑓𝑓1(𝑢𝑢𝑜𝑜𝑜𝑜𝑢𝑢𝑖𝑖𝑜𝑜𝑝𝑝(𝑖𝑖𝑜𝑜𝑢𝑢𝑢𝑢𝐼𝐼))                                           (2) 
𝑂𝑂𝑢𝑢𝐼𝐼𝑢𝑢𝑢𝑢𝐼𝐼 = 𝑖𝑖𝑜𝑜𝑢𝑢𝑢𝑢𝐼𝐼 ∙ 𝑢𝑢𝑖𝑖𝑝𝑝𝑢𝑢𝑜𝑜𝑖𝑖𝑚𝑚(𝑓𝑓𝑓𝑓2(𝐷𝐷𝑟𝑟𝑜𝑜𝑢𝑢𝑜𝑜𝑢𝑢𝐼𝐼(𝐼𝐼𝑜𝑜𝑢𝑢𝑢𝑢𝐼𝐼)))                            (3) 

To further avoid overfitting, a Dropout layer was added between each of the two residual 
blocks with a parameter setting of 0.5. Finally, gender and age were taken into account. The 
gender and age parameters were combined with the output of the residual blocks through a 
preliminary fully-connected layer, and the probability of occurrence of each disease was found 
jointly through the fully-connected layer and the Sigmoid function. 

 

                   
Fig. 4. Multi-scale convolutional methods               Fig. 5. Improved SE module 

 
Fig. 6. Complete improved SE schematic 

 
The loss function used for this multi-classification task was the binary cross-entropy loss 

function BCELoss [23]. The optimizer used in training was Adam, with an initial learning rate 
of 0.05. The learning rate was adjusted to 1/10 of the previous state when the F1-score [24] of 
the validation set was reduced during training. 
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4. Experiment 
Our experimental data was prepared and trained on the same computer with an Intel Core 

i7-8700 CPU, a Geforce RTX 3080 GPU with 10GB of video memory, and 32GB of RAM. 
The datasets used for training and validation of the model are saved in the Python 

WaveForm-DataBase (WFDB) package format. The datasets are 12-lead ECG recordings with 
a total of 45152 samples from Shaoxing People's Hospital and Ningbo First Hospital. Each 
recording has a frequency from 500Hz to 1000Hz and durations from 6s to 60s. Each data 
contains relevant information such as age, gender, and type of disease. Age is an integer from 
1 to 100 and some data are missing age information and are labelled as NaN. Each dataset 
contains gender data female or male. Diseases are represented using a 9-digit code. Due to the 
limited dataset used, the number of samples for each disease ranged from 1043 to 16559. So 
as to achieve a more accurate disease determination, we only trained and validated the model 
for the top 8 common cardiovascular diseases in descending order of number (Including T-
wave abnormalities, sinus bradycardia, left ventricular hypertrophy, premature atrial beats, 
prolonged QT interval, etc.). A single ECG signal data may contain one or more diseases.4.1 
Data pre-processing. 

First, we resample all ECG signals to a minimum frequency of 500Hz and each ECG 
signal is intercepted to 4096 samples. Data with less than 4096 samples were padded with 
zeros, and data longer than the required number of samples were added to the dataset by 
randomly cropping in a window of 4096. The ages are normalized to the range [0,1] using a 
linear function. If age is unknown then it is uniformly represented by 0. Sex is set to 1 for 
males and 0 for females, and the type of disease in the dataset header file is represented as a 
matrix with 1 row and 8 columns. If the disease is present, it is indicated by a 1 in the 
corresponding subscript position, otherwise it is 0. Other diseases are considered not to be 
present. 

ECG signals are characterized by weakness, low amplitude and low frequency, and are 
highly susceptible to interference and noise. Commonly used noise reduction methods are 
mainly wavelet transform and Fourier transform. Our team has conducted several experiments 
on the wavelet transform, using the continuous wavelet transform (CWT) to transform the time 
domain signal to the frequency domain on a scale of 9. db5 was chosen as the wavelet base, 
and the decomposed high frequency noise in layers 1 and 2 was set to 0. The wavelet 
coefficients in layers 3-9 were thresholded by a soft threshold formula. Using the wavelet 
transformed data to train the neural network, the optimal parametric model was eventually 
found to be almost unchanged in accuracy and F1-score from before after threshold tuning. 
Our team analyzed that the core features of the ECG data could be extracted effectively by 
avoiding noise through the multi-scale convolutional feature extraction method. Therefore, 
wavelet transform and other pre-processing methods can be omitted in this model, which will 
save the computational costs associated with data pre-processing. 

4.2 Model development 
We divided all datasets into a training set, test set, and validation set by 7:2:1 after 

randomly breaking them up, and used the k-fold cross-validation method to evaluate the model 
performance. Since the k-fold cross-validation method reallocates the training and validation 
sets, we set to guide the parameter (learning rate) adjustment by the accuracy of the validation 
set after each training cycle, and evaluate the model performance by the test set after every 
two training cycles. The learning rate is reduced when the F1-score of the validation set 
decreases during the training process. Training is stopped when the model's ACC score, F1-
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score for the test set, does not improve in two consecutive cycles. 
ECGResNet uses the Flooding training method proposed by Takashi et al., [25] in ICML 

2020 in the training process, setting a threshold value. When the training loss value is greater 
than this threshold a normal gradient descent is performed, and when the training loss value is 
less than this threshold a gradient up operation is performed in reverse. This operation keeps 
the training loss value around a threshold and allows the model to be trained continuously. The 
core formula of the method is 𝐽𝐽(𝜃𝜃) = |𝐽𝐽(𝜃𝜃) − 𝑏𝑏| + 𝑏𝑏, where 𝑏𝑏 is the set threshold and 𝐽𝐽 is the 
training loss. The flooding method folds the part below the threshold above the threshold, thus 
making the whole loss curve flatter and the generalization ability is somewhat improved. The 
method obtained good results in the training of our ECG classification model and 
complemented with the k-fold cross-validation method, effectively solving the overfitting 
problem caused by the k-fold cross-validation method due to the training set being partially 
repeated as the training set and the validation set being trained several times. The final 
validation set accuracy was improved by 1.32% and the F1-score was improved by 0.68%. 

4.3 Threshold optimization 
In the model development process, if we were to perform the threshold optimization 

operation as a single classification problem, we would need to perform threshold optimization 
for each of the 8 disease classifications. The search for the optimal threshold in an 8-
dimensional space would be computationally time-consuming. We retreat to the second-best 
and optimize each threshold in the range, in steps of 0.01 with other thresholds fixed, based 
on the assumption that each disease is independent of the other. 

After determining the threshold value by the above method, the threshold value in the 
Flooding method was optimized in steps of 0.001 in the range. The final experiment yielded 
optimal training results when the threshold value was set to 0.01634. 

4.4 Scoring metrics 
In the construction and development of the model, based on the assumption above that 

the diseases are independent of each other, we discuss each disease separately. The prediction 
of having a disease with the same outcome as the actual outcome is noted as TP. The accuracy 
of the diagnosis of having a disease, and not having a disease, is represented by the accuracy 
ACC value shown in (4). The summed average of the accuracy and recall is represented by the 
F1-score shown in (5). The model performance was tested by accuracy and F1-score. 

 
𝐴𝐴𝐶𝐶𝐶𝐶 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇
                                                      (4) 

𝐹𝐹1 = 2×𝑇𝑇𝑇𝑇
2×𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇

                                                         (5) 
 

4.5 Classification performance 
During the research and development phase of the models, the following four models 

were deployed and the accuracy ACC and F1-score were calculated for the models, as shown 
in Table 1. 
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Table 1. Model experimental results 

Methods ACC F1 

A）Improved ResNet101+gender,age 0.930 0.755 
B）Improved ResNet50single conv+gender,age 0.945 0.819 
C）Improved ResNet50Multi conv+gender,age 0.950 0.841 
D）Improved ResNet50Multi conv  0.935 0.829 

 
The experimental results are in line with the expected vision. The ResNet network 

structure is feasible in the detection of cardiovascular diseases. Multiscale convolutional 
extraction of features + ResNet50 (SE module) + gender and age are the optimal solutions for 
the classification of 8 major cardiovascular diseases with an accuracy of 0.950 on the test set 
and an F1-score of 0.841. 

The cardiovascular disease classification task is usually labeled with a 1 for having the 
disease and a 0 for not having the disease. The sample of each disease category represents only 
a small proportion of the total data set. The higher the number of samples classified, the more 
unbalanced the proportion of positive and negative cases, and the lower the accuracy ACC 
reference value. Accordingly, the accuracy ACC and F1-score are of very different importance 
for models with different numbers of classifications. A comparison with the model proposed 
by our team, based on the number of models classified, is shown in Tables 2 and Table 3. 

 
Table 2. Accuracy (ACC) comparison results 

Work No of classes ACC(%) 

A) Acharya et al.[26] 5 94.03 

B) Pławiak[27] 15 93.04 

C) Melgani[28] 6 91.67 

D) Kumar et al.[29] 3 92.16 

E) ECGResNet 8 95.00 

 
Table 3. F1-score comparison results 

Work No of classes F1 

A) Yingjing et al.[30] 27 0.538 

B) Singstad et al.[31] 27 0.356 

C) Zhaohan et al.[32] 4 0.864 

D) Zhaohan et al.[33] 4 0.820 

E) ECGResNet 8 0.841 

 
Observing the results obtained, the model we have designed has better results in terms of 

both accuracy and F1-score. We believe that the combination of convolutional feature 
recognition and gender-age consideration through multiple scales is beneficial to the model. 
The input data used is a 12-lead ECG signal without noise reduction, which requires more 
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performance than a single-lead signal, but the model designed by our team still achieves 
satisfactory results. 

5. Conclusion 
We used bidirectional LSTM and Transformer architectures in our model and found that 

such models are not suitable for classification in ECG signals and are very prone to gradient 
disappearance. The result is not even as good as a 30-layer CNN stack. We eventually 
abandoned our focus on time series in favor of ResNet to effectively address the gradient 
disappearance, gradient explosion, etc. associated with deeper networks. ResNet obtained 
better results in the experiment, validating our idea. The traditional attention mechanism 
commonly used in the CV field does not work well in ECG signal processing. 12-lead ECG 
data can be thought of as 12 channels of 1-dimensional data. What our team believes should 
be looked at is the relationship between the data channels, i.e., the relationship between the 
data in each lead. We used the SE module to deal with the relationships between channels, 
which is essential for our model. Regarding the noise reduction processing of ECG signals, 
noise reduction methods such as wavelet transform and Fourier transform, which are effective 
in CNN models, have a subtle effect on the model we have designed. It is speculated that this 
may be due to the use of ResNet50 as the base model, which has a greater depth and is able to 
avoid regular noise interference in discriminating core features. Our team still believes that 
noise still has a certain impact on the accuracy of the model. Through several experiments, we 
have determined to use a multi-scale convolution method with 8 and 16 convolution kernels 
respectively to replace the first layer of convolution with 7 convolution kernels in ResNet50 
for feature extraction and obtained the desired accuracy improvement. ResNet101 and 
ResNet152 theoretically enable the model to achieve higher accuracy, but the training time is 
longer and the improvement in accuracy is limited. Our team has therefore continued to use 
the more cost-effective ResNet50 as the basic structure of the model. In the experiments, we 
did not experiment with more disease classifications as the dataset sample was mainly focused 
on 8 diseases.  

There are still many problems that need to be solved. The dataset we used is relatively 
homogeneous. The number of diseases that can be diagnosed by the model is small. No 
detailed generalizability researches of the model are carried out. In the future, we will add 
different datasets to test the model for validation. The parameters will be optimized using a 
more optimal collective tuning approach[34]. We will also try to apply the model to the 
diagnosis of other diseases, such as lung cancers[35]. We will also build confusion matrices 
and optimize the parameters separately for each disease to get better result.  
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